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Abstract—In this paper, a model-driven approach to microwave
diagnostics for biological bodies is presented. The approach is de-
veloped in the space domain and is based on a numerical solution
of the equation for the scalar two-dimensional (2-D) inverse-
scattering problem. The aim is to use “a prior” information on
the biological body under test (homogeneous along the transverse
axis) in order to focus the investigation process on only one
subdomain of the body, with a considerable computational saving.
The method requires the numerical computation of the Green’s
function for an unperturbed model of the body in order to apply
reconstruction techniques to a reduced investigation domain,
which can be changed inside the body, with a reduction in on-line
computation. The paper defines the mathematical formulation for
a 2-D TM and presents the reconstructions of some schematized
scatterers corresponding to living tissues.

I. INTRODUCTION

HE USE OF microwaves for diagnostic purposes in

biomedical applications is a very challenging topic. Even
though about ten years have elapsed since the publication by
Larsen and Jacobi [1], microwave imaging does not seem to
be competitive with other diagnostic techniques, for instance,
CT, ultrasounds, nuclear magnetic resonance, and positron
emission. Nevertheless, microwave imaging has many po-
tential advantages. First of all, it allows one to obtain the
distribution of the complex dielectric permittivity of a tissue;
this is basic information that would not be acquired by using
other diagnostic techniques [2]. From such distribution, some
researchers try to derive other important medical and biolog-
ical information (e.g., gradients in water contents, blood-flow
rates, etc.) to obtain noninvasive dosimetry and to measure
power deposition in order to evalvate biohazards due to
undesired exposure [3]. Moreover, the technology required
has reached a high degree of development, as it is also used
for telecommunications. Therefore, it could be much more
economical, more reliable, and safer (for both patients and
physicians) than the technology used for some other techniques
currently applied. In addition, microwave imaging could allow
one to overcome the limitations of other techniques; for
instance, it could be possible to apply it to large discontinuities
(ultrasounds, for example, are applied to small discontinuities)
and to low tissue densities (X-rays require higher densities).
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Many papers on this topic can be found in the literature.
For instance, it is worth mentioning the review works [4]-[7],
which provide a large number of references that could not be
cited in this paper.

The research on microwave imaging pursues two main lines:
1) study of efficient illumination and measurement systems;
and 2) development of suitable algorithms for dielectric re-
construction. These are the two basic issues. Experts in image
processing (which is not a secondary task) provide the tools for
extracting image parameters and enhancing the crude images
obtained by the inverse-scattering process.

This paper is focused on aspects related to point 2), for
which the state-of-the-art, in particular, the obtained recon-
structions, cannot yet be considered completely satisfactory;
this often leads to regard microwave imaging as a technique
that is still in its infancy [8].

Even though very interesting results were obtained in the
past by using algorithms developed in the frequency domain
[2], [9] (based on the so-called Fourier Diffraction Theorem),
two main limitations (i.e.. the low resolution that can be
obtained according to the Rayleigh criterion and the high
contrast of a biological body) have led to the prefered space-
domain techniques [3], [10]-[14], [15] or to frequency-domain
reconstructions as initial guesses for space-domain iterative
approaches [6], [16].

Unfortunately, algorithms developed in the space domain
still exhibit some limitations. They are based on integral
equations, usually solved after discretization of a continu-
ous model. For example, in 1991, we developed a multi-
illumination multiview approach in which the electromagnetic
source rotates jointly with the observation domain around the
body under test [17]. The approach was based on the pseudoin-
version transformation previously applied successfully in [11].
However, the limitations inherent in transforming the inverse-
scattering problem into an inverse-source problem, however,
make this approach very ill-posed, unstable, and very sensitive
to configuration parameters [18].

This is the reason why current inverse-scattering algorithms
redefine the problem as an optimization problem that can be
solved by associating the information provided by the integral
equation for the internal field with a priori information on the
model. Minimization procedures are used. Nevertheless, the
resulting problem is usually highly nonlinear and the solution
becomes more and more complex. For example, the iterative
techniques based on the Newton-Kantorovich method yield
satisfactory results [19], [20], which constitute a significant
improvement over previously reported reconstructions. The
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space-domain methods developed, however, allow one to ob-
tain discretizations that are far from providing accuracies that
can be compared with those obtainable with other diagnostic
techniques. Moreover, in our opinion, algorithms that at each
iteration step require the solution of a direct-scattering problem
are very stable, but involve too high a computational load.

In [21], we proposed an iterative method based on a prob-
abilistic approach with extensive use of a priori information.
As compared with other techniques, this method allowed
larger discretizations (on the order of 10000 cells). Unfortu-
nately, the simulated annealing technique used required a large
amount of computation, even though the a priori information
inserted in the Markov-Random-Field model considered made
the convergence rate of the approach much faster than it would
have been if simulated annealing had been applied directly to
the rough discretized model.

On the other hand, can one expect to obtain images rapidly,
with high resolution and fine details, by starting from a
complex nonlinear electromagnetic model, often very ill-posed
and in the presence of high contrast? In our opinion, the best
solution lies in fully exploting a priori information in the
model and, if possible, in integrating the microwave technique
with other traditional diagnostic techniques.

The basic idea of the proposed approach is the following: it
may be important to investigate, for diagnostic purposes, only
a subregion of a biological body, or, in general, of the human
body, and such a subregion can correspond to one or more
organs. On the contrary, the microwave-imaging techniques so
far proposed consider a whole biological body as the investi-
gation domain. Therefore, they do not allow one to focus the
investigation on a smaller domain. The present paper describes
an imaging approach (based on the integral equations) that uses
the model of a biological body as a priori information in order
to restrict the investigation domain to a subregion of the body.
The scatterer to be detected is only defined by differences in
the distributions of the dielectric parameters between the actual
biological body and the assumed model of the subregion. The
basic idea of this approach was preliminarily presented in [22].
The approach is developed in two steps: 1) computation (in
discretized form) of the Green’s function for the inhomoge-
neous structure corresponding to the assumed model of the
biological body and 2) solution of a direct scattering problem
to determine the field distribution (due 1o the incident field)
inside this structure. Given the model structure, the two steps
are accomplished off line, once and for all.

At this point, one of the previously described reconstruction
algorithms can be applied to a restricted investigation region.
As the investigation domain remains small, we can exploit all
the available computational resources for only the part under
test, for which it is possible to obtain a better resolution.
In addition, the shape and the position of the restricted
investigation domain can be moved inside the scene in order
to consider a different subregion of interest inside the body,
but the on-line computation is not very heavy. Moreover, the
range of applicability of the Born approximation [23] can be
extended to bodies for which the “excess of permittivity” is
weak with respect to the model structure but not necessarily
with respect to the infinite background.
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Fig. 1. Cylindrical geometry of the problem.

The paper is organized as follows: In Section II, the mathe-
matical formulation for the approach is defined. In Section III,
the possibility of extending the application range of the Born
approximation is explored. In Section IV, some numerical
results concerning both noiseless and noisy environments are
reported that show the capabilities and limitations of the
method in providing approximate focalized dielectric recon-
structions. Finally. conclusions are drawn in Section V.

II. THEORY

Let us consider the infinitely long cylindrical geometry
shown in Fig. 1. The cylinder, whose cross section is of arbi-
trary shape and inhomogeneous, is nonmagnetic and exhibits
dielectric features that are invariant in the z direction. The
body is illuminated by an incident TM-wave electromagnetic
field. Plane—wave illumination is not a theoretical requirerent.
The propagation medium is lossless and homogeneous. Let us
define S, as the observation domain made up of measurement
points where the total electric field (the incident field plus the
field scattered by the body) is to be recorded. We assume to
know the model of the object under test, i.e., the cross section
S, of an object from which the actual body differs only
partially. The dielectric permittivity of the model is &,,(x,y)
and the real unknown permittivity of the object S, is €.(.y),
where

airn] g

Em(z,y) = €0émr(2,y) = €0 [am(ﬂn y)—J oo

Eu(z,y) = e0far(z. ) = 0o [ea,(x,y) - jggi—i—’oy—)]. (2)
We assume that the differences between the model and the
actual biological body are restricted to S, i.e., the cross section
of an investigation domain. If this hypothesis is not verified,
the excess of permittivity outside S, will contribute to the

“noise” at the measurement points.
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Usually, traditional algorithms require that all discontinu-
ities be contained in the investigation domain (i.e., S, C S,),
so the inverse problem is expressed as

Etot(xvy) = Einc(xay) "I"jwMD // O(xlvy/)
S,

X Bt (z',y)Gol(z,y/2’ ¢ )dz' dy 3)
where Go(z,y/x’,y’) is the Green’s function for free space
[23]-[25] and O(z,y) is the object function containing the
information about the dielectric properties of the investigation
domain S,.

The various proposed space-domain inversion procedures
differ in the way they try to solve (3), which is a nonlinear
integral equation with O(x,y) and Eio(z.9), (z,y) € S, as
unknowns. Some proposed approaches linearize (3) by suitable
approximations [26]-[28] and others reduce the problem to the
minimization of nonlinear functionals [16], [29], sometimes
using the information given by the integral equation for the
electric field inside S,.

In the present case, the inverse scattering problem is ex-
pressed by the following integral equation:

EtOt(xvy) = Ellnc(x3 y) +jw.u0 // Ol(x/s ?J/)
S,

X Erot(z',y)Gm(z,y/a’,y )da'dy (4
where

O'(x,y) = jw“:O[éar(xay) - émr(x,y)] )

Gum(z,y/z',y') is the Green’s function for the inhomogeneous
model structure and E _(z,y) is the electric field that would
be present if S; showed no Variations with respect to the basic
configuration. Moreover, in this case, we can usually expect
to have S; C Sn..

In general, to obtain an adequate solution, it is necessary to
use more information; therefore, we use a multi-illumination

multiview procedure

B (@) = B (@) + jwm / /

x E&PN @y )G, y/' Yo' dy
v=1,...,V, p=1,...,P (6)

where V and P are the numbers of views and illuminations,
respectively. For notation simplicity, however, in the following
we shall refer to a single-illumination single-view case.

As mentioned in Section I, the problem solution requires
two preliminary steps. The first one is the computation of
the numerical Green’s function. The Green’s function for the
model cross section is by definition proportional to the field
generated at a point (x,y) by an impulsive current density
located at (2',%'). so it can be computed by the following
integral equation:

Gon(2,y/2 o)
=Gdawﬂwv+//.w%@WWKyw—n
Sem

X Gm(];”, y///x/7 y/)GO(x, y/w//’ y//)dx//dy// (7)
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where

~ 210 g (kop) ®)

Gol, /o' y') = =%

where H 52) (kop) is the Hankel function of the second type and
zeroth order, kg is the wave number of the incident electric
field, and p is such that

p=V(z -2+ (y-y) ©)
If the region S, is partitioned into N,, subdomains, we can
obtain (N,, — 1) values of the Green’s function for each
of the N,, positions at which the impulsive source can be
located. Of course, the Green’s function is not computed at
the point source, as il is infinite, but the contributions of
the subdomains containing the source points [25]. [30] are
taken into account in the discretizing equation (4). Assuming
(Zn,Yn) to be the center of the nth subdomain, according to
the above discretization, (7) gives N, algebraic systems of
linear equations to be solved

[Aily, =g, (10)
where g, and 7, are two arrays of dimensions (N, —1) x 1

and are given by g,(n) = Go(TnsYn/k, yi) and vk(n) =
G (T, Yn/ Tk, yr ). The Green’s matrix [Ay] is of dimensions
(Nm — 1) X (N, — 1) and its elements are given by

1<k< N,

01(712 = Opg — Jweo[Em(Te, yr) — 1]
X/ Go(@u, yu/a',y )dz'dy’
St

where 6,, = 0 if p # g and 6, = 1 if p = ¢; S; is the tth
subdomain and ¢ and w are such that ¢ = g+Agk, u = p+ Ay,
as A, =0if i < jand Ay; = 1if i > J.

Moreover, in (11) we assume that &, (x, y) is constant inside
each subdomain.

Determining the Green’s function for all subdomains of the
model and for all possible positions of the impulse would
require the solution of the N, algebraic systems (10). Fortu-
nately, we can avoid the impractical solutions of IV, algebraic
sistems by deriving the N,, inverse matrices [Az]~! from the
inverse matrix of a matrix [A], which is defined as the matrix
from which the generic matrix [A] can be derived by deleting
the kth row and the kth column. Obviously, the matrix [A] is
of dimensions N,, X N,.

In the following, the above statement is demonstrated. If
a, . is the ith element of the kvth column of [A], we can
define an N,, x N,, matrix [F] whose element is

(1L

0 ifiz#jand j #k
- ifi=gjandj#k
fig = —a,/ak, ifi#jandj=Fk" (12)
l/ai,,k ifi=jand 7=k
Now let us define a matrix [E] such that
[B] = [F][A]. (13)

Now, if we consider the matrix [F}] obtained by deleting the
kth row and the Ath column from the matrix [F], the product of
[Ex] by [A] gives the matrix [Fy], which is equal to the matrix
obtained by deleting the kth row and the kth column from [F].
This result is consistent with the fact that, by construction, the
kth element of the kth column of the matrix [F] is equal to one,
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whereas the other elements of the kth column are npull. The
matrix [Fy], however, is by definition (12) the identity matrix
of dimensions (N, —1) x (N,, —1). So, after the construction
of the matrix [E], obtained by the inversion of the matrix [A],
we can derive the N,,, matrices [Aj]™! as [Ax]™! = [E;]. It
should be noted that the whole computation can be performed
off line and only once for a certain model of the biological
body and for a given imaging configuration.

The second step of the method is the determination of
El (z,y). In @), E/ (z,y) is the electric field due to the
presence of the unperturbed dielectric characteristics of the
model structure that satisfy

Ellnc( ) - mC 7y // JWEO[Emr )y ) - 1]
X Blpo(@',y)Golz,y/a',y )da'dy'. (14)

E{ .(z,y) can be determined by solving the direct scattering
problem expressed by (14), using any available method for
this type of problem. In this paper, the moment method [31] is
used, so the solution of (14) is reduced to solving the matrix
equation

[Heine = &

nc =1nc

(15)

where [H] is an N,,, X Ny, Green’s matrix and ¢/ and ¢,
are the numerical arrays that contain the values of E! .(z,y)
and Einc(x,y) in the N, subdomains of the discretized model
configuration. If the same computational scheme as previously
used for the numerical computation of G,,, is used again, it is
evident that [H] = [A], so [H] ™! is already available.

If we measure Fio(z,y) in the observation domain, we
can express the inverse scattering problem by the integral
equation (4). Once the problem has been defined in this way,
the solution can be obtained by one of the various inversion
methods recently proposed in the literature. In particular, in the
present work, we apply the reconstruction technique previously

developed by us [17], [21].

1II. BORN-TYPE APPROXIMATION

Within the classic Born approximation, the total electric
field inside the investigation domain is approximated by the
known incident electric field, and the external scattered electric
field is expressed only in terms of the internal incident
electric field Fj,.(x,y). On the contrary, in an approximate
version of the present approach, the total internal electric
field is approximated by 7 (z,y) (i.e., the total field inside
the region under test characterized by the a priori assumed
dielectric permittivity distribution). As previously described,
this field can be determined by an off-line computation and can
be regarded as an “incident” field for the excess of dielectric
permittivity due to the difference, inside the investigation
domain, between the actual object and the ideal object. In
this sense, the approximation used exhibits some analogies to
the Born approximation. Within this Born-type approximation,
for (z,y) € S,, (3) is linearized and one can derive directly
the distributions of the dielectric parameters.

This approach expands the range of applicability of the Born
approximation, as it does not require that the scatterer be weak
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Fig. 2. Geometrical configuration for a test case.

with respect to the propagation medium but only with respect
to the surrounding medium. This fact can be evaluated in the
following simple test case. The reader can also take advantage
of {32].

Let us consider the lossless cylinder in Fig. 2. The square
cross section is partitioned into 64 square cells, 16 of which
are assumed to make up the investigation domain. The mea-
surement points are 65 and the propagation medium is charac-
terized by €9 and pgo. The incident field is a unit uniform
transverse-magnetic (TM) plane wave whose direction of
propagation is the x axis and whose frequency is 1 GHz. The
figure shows a variation in the dielectric permiftivity (shaded
area) with respect to the model. This excess of permittivity is
regarded as the scatterer to be detected.

For the configuration in Fig. 2, we consider an excess of
dielectric permittivity (£, = 2) for the basic model structure
whose dielectric permittivity is e,,, = 1.5. We want to test
the approximate approach by using data affected by noise.
Fig. 3 gives the errors on the reconstructions of the relative
dielectric permittivity for different values of the signal-to-noise
ratio, in the case in which Gaussian noise is added to the
values of the measured field in order to simulate more realistic
operating conditions. The figure shows that, even for small
enough signal-to-noise ratios, the errors both on the scatterer
and on the remaining “empty” part of the investigation domain
are limited. Moreover, the error values obtained by the Born-
type version for both the scatterer and the “empty” domain
do not differ too much from those obtained by the complete
approach.

Then we want to see how the chosen permlttlvny value
of the scatterer affects the reconstructions of both the scat-
terer and the “empty” domain. The values of the excess of
permittivity are changed. Fig. 4 gives the errors on the re-
constructed relative dielectric permittivity versus some values
of the permittivity of the internal scatterer. It can be noticed

-that the errors related to the modified version are only slightly

larger than those related to the complete approach. To verify
the validity of the Born-type approximation in those cases
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Fig. 3. Errors on the reconstructions of the dielectric permittivity for differ-
ent values of the SNR. &, = 1.5,84r = 2.

permittivity

Relative errors on the
reconstructed relative dielectric

2 3 4 ] 6 7 8 9 10
Values of the relative dielectric
permittivity of the internal scatterer

Fig. 4. Errors on the reconstruction of the dielectric permittivity versus the
dielectric permittivity of the internal scatterer. ¢,,, = 1.5.

where the scatterer is weak only with respect the surrounding
medium, we consider two cases, using a basic configuration
whose dielectric permittivity is &,,, = 5 (in the first case)
and €,,, = 11 (in the second case). Fig. 5 shows the errors
in the reconstructions by using the complete approach and the
Born-type approximation, for the same values of the relative
dielectric permittivity of the scatterer as used in Fig. 4 and for
-a dielectric permittivity of the “empty” domain &,,, = 5.

For a dielectric permittivity of the “empty” domain ¢,,,, =
11, the errors on the reconstructions for the same values of the
relative dielectric permittivity of the scatterer are those given
in Fig. 6.

Figs. 4-6 show that as occurs when the classic Born ap-
proximation is applied, the Born-type approximation gives
better results in the cases where the scatterer is weak with
respect to the surrounding medium represented by the part of
the basic structure contained in the investigation domain. The
three figures point out, however, that even when the complete
approach is used, the errors on the reconstructions of both the
“empty” domain and the scatterer increase, as the difference
between the relative permittivity values of the “empty” domain
and of the scatterer increases. In this case, too, the relative
errors for the approximate approach are not much larger than
those related to the complete version of the approach.
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IV, NUMERICAL SIMULATION

To evaluate the capabilities of the proposed approach in
reconstructing biological bodies, let us consider, as a test case,
a schematized model of the human thorax (Fig. 7). This model
is the same as used by Broquetas et al. [33] for a different
imaging purpose (i.e., application of an efficient method for
differential imaging). The different organs of the human thorax
can be distinguished: the heart, muscle, blood, fat, marrow, the
lungs, and bone. The dielectric permittivity values are given
in Table I. The structure is placed in a homogeneous and
nondissipative propagation medium characterized by ¢ and
o- The cross section is partitioned into 802 square subdomains
(side: 1 cm). The incident wave is a TM unit uniform plane
wave in a propagation direction along the negative y axis, at
a frequency f = w/27m = 434 MHz.

The dielectric reconstruction is performed in the various
steps described in the previous sections. The process starts with
the numerical computations of the Green’s function and of the
electric field distribution in the unperturbed configuration. The
results of these computations are presented in Figs. 8 and 9.
In particular, Fig. 8 shows the real and imaginary parts of
the computed values of the Green’s function for the thorax,
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Fig. 7. Schematized human thorax {33]. Gray levels for (a) the permittivity
and (b) conductivity distributions inside the thorax.

TABLE 1
VALUES OF THE DIELECTRIC PERMITTIVITY AND OF THE ELECTRIC
CONDUCTIVITY FOR THE TISSUES OF THE HUMAN THORAX [33] (f = 434 MHz)

tissue: £, |0, (8/m)
bone 8.5 0.3133
heart 56 0.92785
fat 5.5 0.7953
blood 63 1.19777
Marrow 55 0.02892
muscle 53 | 0.99774
lung 36 0.60732

for a source point located in the heart region, corresponding
to cell 404 (marked with a cross in Fig. 10). Fig. 9 shows
the computed values of the electric field Ef (x,y): real and
imaginary parts.

We now consider a square investigation domain that in-
cludes 81 cells and an observation domain made up of 81
measurement points. For eight cells inside a lung [colored
in black in Fig. 10(a)], we assume a +15% variation in
the relative dielectric permittivity and a —60% variation in
the electric conductivity. This configuration is called test
A. Fig. 11 gives the scales used for all the original and
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Fig. 9. Computed values of the electric field EJ (,y)inside the thorax:
(a) real part; (b) imaginary part.

reconstructed images of the dielectric permittivity and electric
conductivity. Fig. 12 shows the original and reconstructed dis-
tributions of the dielectric parameters inside the investigation
domain. In particular, Fig. 12(a) and (b) gives the original
values and Fig. 12(c) and (d) shows the images reconstructed
by using the full-scattering approach. As can be seen, the two
square spots are quite distinguishable and the “empty” domain
has been reconstructed quite well, although some artifacts
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Fig. 10. Schematized human thorax. Positions of the internal scatterer in a
lung: (a) test A; (b) test B; (c) test C. The cross in the heart indicates the cell
containing the impulse for the computation of the Green’s function shown
in Fig. 8.

seem to be present, especially in the upper parts of the images
(corresponding to a deeper part of the body). Of course, these
are crude images that seem to contain enough information
for successful applications of image-processing techniques for
quality enhancement. The reconstructions obtained by using
the Born-type approximation are shown in Fig. 12(e) and (f).
As can be seen, there is a certain increase in the “noise,”
and the approximation seems to affect mainly the conductivity
distribution. The quantitative errors on test A are given in
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Fig. 11. Ranges of values for (a) the dielectric permittivity and (b) electric
conductivity for the gray-level images of the investigation domains in Figs. 12,
13, 17, and 18.

Fig. 14(a) (for the dielectric permittivity) and (b) (for the
electric conductivity). They are defined as the mean relative
errors computed inside the scatterer and in the complementary
part of the investigation domain. The histograms confirm that
the dielectric permittivity has been reconstructed better than
the electric conductivity and that there is a certain low-pass
effect (associated with the minimization procedure [34]) that
affects mainly the reconstruction of the scatterer.

As is well known, a multi-illumination multi-view process
is of major importance to obtain accurate reconstructions in
microwave imaging. To this end, for test A, we consider a two-
illumination process, with two orthogonal illuminations given
by plane waves. The reconstructed images of the dielectric per-
mittivity and of the electric conductivity are then obtained by
a views combination, as in [21]. They are shown in Fig. 12(g)
and (h): one can notice the improvement in the reconstructions
of the scatterer and of the various tissues in the investigation
domain. The relative errors on the reconstructed dielectric
permittivity turn out to be 2.9% for the scatterer and 2.1% for
the background; the relative errors on the reconstructed electric
conductivity are equal to 75% for the scatterer and to 4.8% for
the background. They confirm a significant improvement in the
reconstruction quality, especially for the electric conductivity.

In order to test the proposed approach under different
conditions, we assume that the variations in the complex
dielectric permittivity are not concentrated all in the inves-
tigation domain. To this end, we consider the configurations
shown in Fig. 10(b) and (c) (called tests B and C, respectively).
In these figures, four of the eight cells with different complex
dielectric permittivities (with respect to the model) are outside
the investigation domain and placed near it and far from it,
respectively.

Fig. 13(a) and (b) shows the dielectric permittivity and the
electric conductivity in the investigation domain for test B.
The full-scattering reconstructions are shown in Fig. 13(c)
and (d). The relative errors on the reconstructions of the
dielectric permittivity and of the electric conductivity for the
three tests are shown in Fig. 14. One can observe that the
reconstruction error is larger if part of the scatterer is outside
the investigation domain, and increases if this part is nearer the
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(a) ®
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Fig. 12. Test A: (a) Dielectric permittivity of the investigation domain; (b)
electric conductivity of the investigation domain; (c) reconstructed permittivity
by using the complete approach; (d) reconstructed conductivity by using the
complete approach; (e) reconstructed permittivity by using the Born-type
approximation; (f) reconstructed conductivity by using the Born-type ap-
proximation; (g) reconstructed permittivity by using the two-view complete
approach; (h) reconstructed conductivity by using the two-view complete
approach. o

investigation domain. The reconstructions in Figs: 13 obtained
for test B, however, show that the error is well-distributed over
the whole investigation domain; therefore, it doés not degrade
the image quality too much. Although the reconstructions
of the scatterer’s conductivity are characterized by rather
high percent errors in all three tests, nevertheless they are
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Fig. 13. Test B: (a) dielectric permittivity of the investigation domain; (b)
electric conductivity of the investigation domain; (c) reconstructed permittivity
by using the complete approach; (d) reconstructed conductivity by using the
complete approach.
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Fig. 14. Errors on the reconstructions of (a) the dielectric permittivity and
(b) of the electric conductivity for tests A, B, and C.
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Fig. 15. Positions of the investigation domain in the schematized human
thorax [33]. The investigation domain is moved toward the inner part of the
thorax in the axis direction. The four positions of S; are indicated as tests D,
E, F, and G. Points Xy and X denote the projections (onto the ¢ axis) of
the orizontal edges of the investigation domain for test X.
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Fig. 16. Errors on the reconstructions of the dielectric permittivity (a) and
of the electric conductivity (b) for tests D, E, F, and G.

satisfactory in terms of the visual contrast between the scatterer
and its background.

Finally, the possibility of changing the depth of the in-
vestigation domain inside the human thorax is explored. To
this end, we consider the configuration shown in Fig. 15.
There are ten cells (colored in black) whose characteristics
present a variation (with respect to those of a lung) that is
equal to the variations assumed for the previous examples
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(a) ®

© 1)

Fig. 17. Test D: (a) dielectric permittivity of the investigation domain; (b)
electric conductivity of the investigation domain; (c) reconstructed permittivity
by using the complete approach; (d) reconstructed conductivity by using the
complete approach.

(b

Fig. 18. Test G: (a) dielectric permittivity of the investigation domain; (b)
electric conductivity of the investigation domain; (c) reconstructed permittivity
by using the complete approach; (d) reconstructed conductivity by using the
complete approach.

(dielectric permittivity: e, = 41 and electric conductivity:
0. = 0.24582).

We consider the same observation domain as used in the
previous cases and an investigation domain still consisting of
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81 square cells. The investigation domain is rigidly moved
in the scene: in particular, we consider four positions for it
(Fig. 15), obtained by shifting the investigation domain in the
axis direction toward the inner part of the thorax. These tests
are called tests D (less deep investigation domain), E, F, and
G (deepest investigation domain), respectively. The relative
errors on the reconstructions of the dielectric characteristics
are shown in Fig. 16 for the four different positions of the
investigation domain. As can be noticed, the farther the
investigation domain from the measurement points, the larger
the reconstruction error. Nevertheless, the reconstructions of
the part of the basic structure contained in the investigation
domain are always accurate enough and the contrast with the
scatterer is always high enough. As examples, Figs. 17 and 18
give the reconstructions of the investigation domain for tests
D and G, respectively. Even in Fig. 18, which corresponds to
the worst reconstruction, the contrast between the scatterer and
the “empty” domain can be considered acceptable.

From a computational point of view, for the reduced side of
the investigation domain, the on-line computation (reconstruc-
tion) takes a few minutes on an Intel 80486-based PC and
the related computational saving (once the Green’s function
has been computed) over moment-method-based approaches
requiring that the whole cross section be considered [17] is
approximately proportional to the cube of the ratio between
the two problem dimensions.

V. CONCLUSION

A numerical approach to microwave imaging in biomedical
applications has been proposed. The approach is aimed at
reducing the investigation domain to a subregion inside the
biological body. Starting from a model of a biological body,
the method requires the off-line computation of the Green’s
function for the corresponding inhomogeneous structure, thus
making it possible to restrict the investigation to “windows”
containing a single organ or a subregion of the biological
body. This results in a notable computational saving. as the
reconstruction process is limited to an area of interest, without
a need for reconstructing the whole body (in general, this is not
a requirement). Therefore, all computational resources can be
devoted to accurately reconstructing the selected region. A re-
construction technique, previously developed, is then applied.
A test case has been described, using a schematized model
of a the human thorax, previously considered by other authors
for differential imaging. The reduced investigation domain has
been moved inside the body and the possibility that an “excess
of permittivity” (with respect to the a priori assumed model)
may be present outside the test area has been considered.
This has resulted in noise in the reconstructed images. One-
and two-view processes have been considered, together with
the application of a Born-type approximation. The possibility
of applying this type of approximation is another feature of
the method. In this case, the inverse scattering problem is
linearized, with a notable reduction in its critical aspects,
without the application of the classic Born approximation,
which, due to the high contrast of the body, could not have
yielded acceptable results.
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The obtained reconstructions, although rather preliminary,
seem to indicate the possibility of quite accurate focused
imaging. Such imaging could be exploited for the development
of techniques aimed at reducing the problems involved in
traditional solutions of the inverse scattering problem for
biological bodies. Without the extensive use of a priori in-
formation, this problem turns out to be intrinsically ill-posed
and difficult to treat in a satisfactory way. In our opinion, the
combination of different diagnostic techniques and the use of
image-processing procedures may make microwave imaging a
competitive diagnostic technique, or, at least, a good comple-
mentary technique to existing diagnostic methodologies.
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